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Abstract— Using tactile sensors for manipulation remains one
of the most challenging problems in robotics. At the heart
of these challenges is generalization: How can we train a
tactile-based policy that can manipulate unseen and diverse
objects? In this paper, we propose to perform Reinforcement
Learning with only visual tactile sensing inputs on diverse
objects in a physical simulator. By training with diverse
objects in simulation, it enables the policy to generalize to
unseen objects. However, leveraging simulation introduces the
Sim2Real transfer problem. To mitigate this problem, we study
different tactile representations and evaluate how each affects
real-robot manipulation results after transfer. We conduct our
experiments on diverse real-world objects and show significant
improvements over baselines. Our project page is available at
https://tactilerl.github.io/.

I. INTRODUCTION

When unlocking a door, we may reach into our bags
for a key and re-orient it before inserting it into the lock
to open the door; this series of actions are accomplished
with a strong reliance on tactile cues. To enable robots to
obtain similar skills, different tactile sensors [1]–[4] have
been designed and shown to be effective in capturing normal
and shear forces for various manipulation tasks, especially
when visual information is occluded. Following these works,
the recent design of visual-tactile sensors [5]–[7] has further
improved the resolution and sensitivity for capturing rich
contact information and is more friendly to use with learning
algorithms [8]–[13]. In this paper, we aim to explore the
use of tactile sensors for the pivoting task as visualized in
Figure 1. The main challenge of the task is to understand the
pose and geometry of the object and act accordingly based
on tactile information at the fingertip of the robot gripper.

One straightforward approach is to use tactile information
to first estimate the object shape and pose, and directly use
the estimated information as policy input [14]–[20]. How-
ever, such estimations will likely be inaccurate given only
partial observations, which will introduce errors in the policy
execution. Instead of explicit estimation of object geometry,
we can leverage end-to-end Reinforcement Learning (RL),
which takes the visual tactile observations as inputs, and
directly outputs the action for robust manipulation [21]–
[24]. However, executing RL policies on real robots requires
a significant number of interactions, which increases along
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Fig. 1: We study the task of pivoting an object to a target
angle with only tactile observations. Our tactile-based policy,
trained with Reinforcement Learning purely in simulation,
successfully transfers to the real robot without real-world
data. The first row in each block visualizes the initial state
of different episodes, while the second row demonstrates the
final execution results.

with the complexity of the task. This prevents the policy
from learning and operating with diverse objects.

In this paper, we propose a system to train an RL policy
with tactile inputs in simulation with diverse objects and then
perform zero-shot Sim2Real transfer to the real robot, as
shown in Figure 1. By leveraging simulation, we largely
increase the number and diversity of objects the robot
interacts with, which leads to a more robust policy. However,
there is still a large Sim2Real gap in how the tactile image
is formed between the simulator and the real-world tactile
sensor. Instead of performing perfect alignment between sim
and real sensor imaging, we propose to study how to extract
sufficient information from the sensor and reduce the domain
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gap under the context of RL inputs. Specifically, we ablate
the tactile inputs by using: (i) the original tactile reading
from the sensor; (ii) the difference of tactile information
between the current reading and a canonical reading with no
force applied; (iii) binary tactile information processed from
the original tactile reading. The final version of observation
provides less object information but turns out to reduce the
Sim2Real gap effectively.

We experiment with different tactile representations on the
tasks of pivoting [25], [26]. Different from previous works
that experiment with limited objects, we perform training and
testing on a large number of objects, including 22 training
objects in the simulation and 16 unseen objects for testing
in the real world. By leveraging diverse training objects,
the policy achieves better real-robot performance on a more
abstract level of tactile representation compared to the full
tactile information. To the best of our knowledge, our work
is the first to conduct Sim2Real transfer and achieve diverse
object generalization for tactile-based manipulation.

II. RELATED WORK

Vision-based Tactile Sensing. In recent years, vision-
based tactile sensing has gained significant attention to en-
hance robot interaction with the environment. These sensors
offer many benefits over force-based tactile sensors, such as
increased spatial resolution and more detailed contact geom-
etry. GelSight [1] is a pioneering work in this field, utilizing
elastomeric material and a light-camera system to capture
contact geometry. Following this, researchers have developed
various methods to improve the design of such sensors,
including OmniTact [7], GelSlim [5], TacTip [2], GelTip [6],
and Digit [27]. To make use of the high-resolution data
from these sensors, previous methods first build a state
estimator from the tactile image and then integrate it with
model-based control. For example, Oller et al. [28] uses
Iterative Closest Points to estimate the object pose from
contact points for down-stream manipulation task; Wilson et
al. [20] and She et al. [14] use Principal Component Analysis
to estimate the orientation of contact shape from GelSight
reading for cable routing task. These methods encode the
information from high-resolution images as low-dimensional
states, which does not fully capitalize on the detailed contact
geometry. To better leverage the rich sensory data provided
by vision-based tactile sensors, researchers employ end-
to-end reinforcement learning for directly mapping tactile
images to robot actions [29]–[32]. However, the dynamics
of tactile sensing are guided by complex contact mechanics,
leading to a significant Sim2Real gap. The work most closely
related to ours is by Kim et al. [15], who achieved the pivot-
ing task by estimating the contact displacement between the
gripper and the object. However, their method is performed
directly in the real world, making it difficult to scale up to
a wide variety of objects. In contrast, our approach, which
is trained purely in simulation using diverse objects, can be
transferred to the real world to manipulate unseen objects
across multiple categories. We achieve this by focusing on
extracting sufficient information from tactile images.

Sim2Real Transfer for Tactile Sensing. Recently, several
works have focused on bridging the gap between tactile
simulation and real-world sensors. Yin et al. [33] proposed
binarizing the Force Sensing Resistor (FSR) sensor signal
to address in-hand rotating tasks, while Liang et al. [34]
and Hebert et al. [35] utilized binary contact modes to
transfer policies on BioTac sensors for object pose track-
ing. These approaches effectively minimize the Sim2Real
gap by converting both modalities into the binary domain.
However, the process of binarizing tactile signals for vision-
based tactile sensors with high spatial resolution remains
unclear. To obtain more realistic and dense tactile forces,
recent work [36]–[39] combined ‘Finite Element Modeling’
(FEM) [40] and learning-based methods to simulate tactile
sensor deformations. Although these simulators yield highly
accurate tactile readings, their computational cost is pro-
hibitively high, rendering them unsuitable for reinforcement
learning (RL) training. To enhance simulation efficiency, re-
cent work [41]–[43] train CycleGAN [44] on a self-collected
dataset to convert tactile images across different domains.
On the other side, Xu et al. [45] introduced a penalty-
based model featuring differentiable tactile simulation. While
their method demonstrates promising Sim2Real transfer for
robot manipulation, it has not been shown to generalize
effectively to diverse and novel objects in the real world.
Rather than aligning sim and real sensor imaging with
better simulation, our approach explores how various tactile
image representations can reduce the domain gap. Moreover,
our method does not necessitate real-world data, thereby
eliminating the need for additional data collection efforts.

III. SIM2REAL TRANSFER OF VISUAL TACTILE
READINGS

We propose a system designed for Sim2Real transfer
of RL policies with tactile observations from the DIGIT
tactile sensors (refer to Fig. 2). Notably, the proposed system
does not depend on any real-world data. In this section,
we will first explain how we generate visual-tactile data
in the simulator to learn the pivoting task. Furthermore,
to bridge the Sim2Real domain gap, we investigate three
distinct representations to encode the tactile data.

A. Tactile Pattern Rendering in Simulation

In order to simulate the pattern of the DIGIT sensor, we
extend the SAPIEN [46], [47] simulator to accommodate
visual tactile sensors, adhering to a pipeline similar to that
in TACTO [48]. Three light sources are initialized, and the
gel mesh is configured to align with the physical design of
DIGIT. We update tactile images in real time using a linear
mapping approach to convert contact forces from the physics
engine into deformation depth. This mapping enables object
position adjustments based on applied normal forces. Then,
we render RGB tactile images using Phong’s model [49]. To
speed up RL training, we replace TACTO’s original OpenGL
renderer with PyTorch3D. This modification enables direct
GPU tensor rendering, thereby eliminating the overhead for
GPU-CPU data transfer.
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Fig. 2: Setup. Two tactile sensors are mounted on the
gripper’s fingertips. Tactile readings are processed using our
proposed approach and then serve as the input for training
RL policies.

B. Tactile Image Representation

Performing RL with tactile input within a Sim2Real
pipeline presents two main challenges. First, accurately sim-
ulating the visual-tactile sensor to mirror its real-world coun-
terpart is difficult due to the Sim2Real gap. (ii) Real-world
DIGIT sensors behave inconsistently due to the variations
in manufacturing processes and gel properties, further com-
plicating the alignment between simulated and real sensors.
Therefore, instead of focusing on achieving perfect alignment
in simulation, we investigate tactile image representations
that can abstract the non-essential details in tactile images
while preserving sufficient contact information that is crucial
for robot decision-making.

Our study explores three tactile image representations,
as illustrated in Figure 2. The first representation is the
original tactile RGB image directly acquired from the tactile
simulation, as discussed in Section III-A (denoted as RGB).
Secondly, we propose a representation called Diff, which
subtracts the current image from a force-free canonical
image. This is done by calculating pixel-wise differences
between the two RGB images and converting them to
grayscale by averaging the RGB values. Thirdly, we explore
a binary version of the Diff image, which is denoted as
Binary. This involves applying a predefined threshold (φ) to
distinguish between contacted and non-contacted pixels. We
conduct a grid search to tailor the φ threshold individually
for different digits to accommodate DIGIT’s manufacturing
variations and minimize noise. However, there is a trade-
off between noise reduction and the possibility of missing
certain contact information, as shown in Figure 5.

We augment the Diff and Binary tactile images by ran-
domly scaling them between 0 and 1. To align the data
between the left and right grippers, we horizontally flip the
tactile image from the right gripper to correspond with the
image from the left gripper. These tactile representations are
used both in simulation and real-world experiments.

IV. LEARNING TACTILE POLICIES FOR PIVOTING

This section discusses how our proposed system uses
tactile readings to train RL policies for the pivoting task , as
shown in Figure 1.

Task Definition: In the pivoting task, the robot needs to
rotate the object to a target angle relative to the robot gripper

pose. This operation exclusively depends on tactile sensing
and joint proprioception, without any need for external
sensors to estimate the object’s pose.

Observation Space: The observation space contains tac-
tile images, robot joint proprioceptive states, and task-related
information (e.g., target angle). As mentioned in Section III-
B, we examine three different representations of tactile
images, each with a resolution of 64× 64.

Action Space: Since the focus of this work is on the
robotic system rather than verifying the RL algorithm, we
design the action space to be as simple as possible to speed
up RL training for this task. We restrict the end effector
translation to the xz plane and restrict rotation to the y-axis.
The action space does not include the gripper width, as it is
commanded to grasp the object securely.

Domain Randomization: We use diverse objects from
PartNet [50] and Breaking Bad [51]. The objects used for
the simulation training and real evaluation are shown in
Figure 3a. We randomize the height of supporting surface
from 0 to 20 cm relative to the robot base. The object length
ranges from 13 to 18 cm, and its initial pose varies between
165 and 195 degrees relative to the gripper. The target
relative angle is randomized between 90 and 150 degrees.

Policy Training: We use the Proximal Policy Optimiza-
tion (PPO) [52] for RL training. Two images are encoded
using shared encoders and combined with the MLP feature
of proprioception states. Both the actor and critic networks
utilize the same feature. We use five seeds for the training.
We use the default hyperparameter in stable-baselines3 for
the training.

Reward Function: The reward functions comprise four
components: contact, distance-based, angle-based, and action
penalties. The reward function is as follows:
R = wcontactrcontact + wpositionrposition + wanglerangle −
wpenaltyrpenalty

• Contact: Gripper gets +0.5 reward (rcontact) when it
interacts with the objects. wcontact can be 0, 1, 2 based
on the number of tactile sensors in contact with the
object.

• Distance-based reward: Objects are rewarded for ap-
proaching the target position and penalized for moving
away. wposition = 10 is used when a gripper contacts
the object, and rposition ranges from -1 to 1, calculated
as rposition = 1− (curdist/initdist).

• Angle-based reward: This term is given by the differ-
ence between the current and target angles, following a
structure similar to the distance-based reward.

• Action penalty: This term penalizes the magnitude
of action output, defined as rpenalty = ||a||2 with
wpenalty = 0.01.

Baselines: We compared our proposed method with sev-
eral baselines ranging from angle estimation, visual feed-
back, and expert demonstration. The baselines are catego-
rized as follows:

1) w/o Tactile: Only using proprioception observation.
2) Oracle Angle: Trained with ground truth angles.

https://github.com/DLR-RM/stable-baselines3


(a) Simulation and real Objects

(b) Angle estimation using PCA

(c) A failure case of the Point Cloud Policy

Fig. 3: Object categories, Visualization of angle estimation
using PCA and failure case of PC policy. We use diverse
objects(a) for simulation training(left image) and real evalu-
ation(right image). For (b), we show the cases of PCA angle
estimation. Right: a successful example. Left: a failure case.
The red line represents the estimated orientation from PCA.
For (c), we show the failure case of the Point Cloud policy.

3) Angle Estimator: We use ConvNeXt [53] for object-in-
hand pose estimation by using the tactile Binary image.
The estimated angle is used for the Oracle Angle policy
in the real robot experiment.

4) PCA angle: PCA is employed to predict object orien-
tation from tactile images, which is used on the Oracle
angle policy.

5) Point Cloud: We utilize point cloud data as observation
for policy training, excluding the supporting table, and
employ the PointNet architecture as the backbone.

6) DAgger: The Tactile-Binary (Aug) policy guides the
student policy, which doesn’t rely on tactile informa-
tion.

7) Tactile-RGB, Tactile-Depth, Tactile-Diff (Ours): We
utilize tactile readings without employing image aug-
mentation during training.

8) Tactile-RGB (Aug), Tactile-Depth (Aug), Tactile-Diff
(Aug) (Ours): We enhance our methods to incorporate
image augmentation for tactile images, including the
operations of random scale, erase. We introduce addi-
tional adjustments for RGB images on the brightness,
contrast, and color hues.

Evaluation Metric: We evaluate our policy based on two
metrics: angle deviation and success rate. Angle deviation is
the difference between the current and target rotated angles,
expressed as a ratio. A task is considered successful when

the angle deviation is under 15%. Evaluation is based on
the average success rate/error of these five seeds in the
simulation. We evaluated 30 episodes in total in the real
experiment.

V. SIM2REAL TRANSFER OF VISUAL TACTILE READINGS

We conduct Sim2Real transfer experiments on the real
robot to evaluate the effectiveness of our policy, as shown
in Figure 5. We directly transfer our policy to the real robot
without any fine-tuning. In this section, we mainly investigate
three aspects: 1) The necessity of tactile sensing, 2) The
overall performance by using different tactile representations,
and 3) The generalization of multi-category tactile policies.

A. Necessity of Tactile Sensing

To assess the importance of tactile sensing, we compare
our methods with various baseline approaches described in
Section IV. These baselines include observations such as
angle estimation, visual feedback, and expert demonstration.
Figure 4 and Table I summarize the training curves and
evaluation results.

Comparison to w/o tactile: We established a baseline
for the tasks without tactile feedback. Compared with other
methods, this baseline exhibited poorer performance, with
lower success rates and larger angle deviations (first row
in Table I). Figure 4 shows that the policy without tactile
feedback learns slowly and shows a higher variance in reward
and success rate. This highlights the importance of visual
feedback, state information, and tactile feedback for the
pivoting.

Comparison Against angle estimation methods: As
shown in Table I, the Oracle Angle policy achieves a 0.96
success rate in simulation, but this policy encounters the
challenge of Sim2Real transfer. Using PCA and ConvNeXt
for angle estimation achieves lower real-world success rates
of 0.23 and 0.60, while Tactile-RGB(Aug) and Tactile-
Binary(Aug) policies achieve approximately 0.80. Figure 3b
illustrates the failure case of the PCA method. This gap
indicates real-world factors, like noise, impacting angle es-
timation precision and task success.

Comparison to Point Cloud policy: We also compared
our policy with the policy solely relying on visual feedback.
As shown in Table I, the Point Cloud policy’s success rate
drops from 0.62 in simulation to 0.50 in the real world.
Figure 3c shows the failure case of this policy. The main
reason for these failures is the significant differences in
size and shape between real-world objects and those in the
simulation.

Comparison to DAgger: We used the tactile-binary pol-
icy, with a simulation success rate of 0.69, as the expert
policy to guide the student policy without tactile information.
The student policy achieved a similar success rate to the
teacher policy in the simulation, but its real-world perfor-
mance decreased to 0.50. This highlights the crucial role
of tactile sensing in learning and decision-making during
manipulation.



Environment Simulation Real-World
Method Deviation ↓ Success ↑ Deviation ↓ Success ↑

w/o Tactile 34.84%±35.38% 0.32± 0.23 23.55%± 8.00% 0.33± 0.09
DAgger 17.14%± 3.04% 0.66± 0.05 18.05%± 10.04% 0.50± 0.09

Angle Estimator – – 21.66%± 10.98% 0.60± 0.08
Point Cloud 16.2%± 2.14% 0.62± 0.010 19.32%± 2.14% 0.50± 0.11
PCA Angle —- — 30.19%± 14.32% 0.23± 0.14

Oracle Angle 9 .22%± 1 .43% 0 .96 ± 0 .02 — —

Tactile - RGB 14.34%± 2.22% 0.64± 0.10 18.03%± 7.42% 0.50± 0.14
Tactile - Diff 15.67%± 3.33% 0.67± 0.10 16.04%± 4.00% 0.60± 0.04

Tactile - Binary 15.31%± 1.21% 0.65± 0.05 12.25%± 3.70% 0.80± 0.04

Tactile - RGB(Aug) 13.19%± 2.77% 0.75± 0.05 11.56%± 6.44% 0.76± 0.06
Tactile - Diff(Aug) 14.35%± 2.49% 0.67± 0.03 14.51%± 3.78% 0.66± 0.09

Tactile - Binary(Aug) 12.98%± 2.47% 0.69± 0.07 11.15%± 3.34% 0.80± 0.02

TABLE I: Comparison of different observation modalities and tactile representations. We evaluate the angle deviation
and success rate for policy trained with three tactile image representations (RGB, Diff., Binary), visual feedback (Point
Cloud), expert demonstration (DAgger), angle information (Oracle Angle, PCA Angle, Angle Estimator), as well as without
tactile (w/o Tactile) sensing in both simulated and real environments. Please note that the addition of (Aug) indicates that
the tactile representations have undergone image augmentation, and Oracle Angle is used as an upper bound only in the
simulation experiment.

Test Object type Method Simulation Real-World
Observations Objects Deviation↓ Success ↑ Deviation↓ Success ↑

Single Category w/o Tactile Single Category 24.45%± 14.37% 0.52± 0.37 26.68%± 8.01% 0.36± 0.09
Tactile - Binary(Aug) (Ours) Single Category 8.23%± 1.14% 0.91± 0.02 14.03%± 4.60% 0.54± 0.07

Multi Category

w/o Tactile Single Category 72.12%± 11.58% 0.30± 0.05 23.55%± 8.0% 0.33± 0.16
Tactile - Binary(Aug) (Ours) Single Category 46.71%± 13.99% 0.42± 0.13 21.72%± 6% 0.53± 0.19

w/o Tactile Multi Category 34.84%± 35.38% 0.32± 0.23 23.55%± 8.00% 0.33± 0.09
Tactile - Binary(Aug) (Ours) Multi Category 12.98%± 2.47% 0.69± 0.07 11.15%± 3.34% 0.80± 0.08

TABLE II: Effect of multi objects training in simulation and real-world. We contrast evaluation results for single and
multi-object category training in pivoting tasks based on Tactile-Binary(Aug) and w/o Tactile policy.

Method Solid Table Soft Table
Deviation ↓ Success ↑ Deviation ↓ Success ↑

w/o Tactile 23.55%± 8.00% 0.33± 0.09 22.26%± 11.70% 0.21± 0.14
Tactile - Binary (Ours) 12.25%± 3.7% 0.80± 0.04 11.60%± 3.83% 0.76± 0.09

TABLE III: Generalization to unseen supporting surfaces in the real world. We summarize the angle deviation ratio
and Real-World Pivoting Experiment success rate on different types of surfaces.

Fig. 4: Training curves. We report the training curves for
each task with two metrics: reward and success rate in the
simulation. Given that the tactile policies exhibit similar
reward and success rate trends, we present the results for Tac.
RGB (Aug) for simplicity. Note that Oracle Angle achieves
the best performance because it uses the ground truth object
pose, which serves as an upper bound in the simulation
experiment.

Evaluation Variation: We notice that the tactile policy
achieves a higher real-world success rate than simulations,
which can be partially attributed to the differences in the
evaluation setup. We evaluate 500 episodes in the simulation
while evaluating 30 episodes in the real. In simulations, we
test in a more diverse environment with different types of
objects than in the real world.

In summary, our tactile-based methods outperformed all
others with the highest real-world success rate and the
lowest deviation in the real-world evaluation. This result
demonstrates the crucial role of tactile sensing within our
system.

B. Effect of Tactile Representations

In this section, we explore the impact of policy training by
utilizing different tactile representations(RGB, Binary, and
Difference) and image augmentation on Sim2Real transfer.



The evaluation results are summarized in Table I.

Fig. 5: Real and Sim Experiment for pivoting. We assessed
our pivoting task policy using tactile-based policies with
RGB, difference, and binary representations. The left two
and third columns show the initial and final states of pivoting
in the real robot and simulation, respectively. The second
and third rows depict the tactile images from the first and
last frames captured by two grippers. The bottom two rows
illustrate the RGB image (RGB), difference image (Diff),
and binary image (Binary) from top to bottom, respectively.

Effect of different Tactile representations: We compared
different tactile representations without using image aug-
mentation(Table I (lines 7 to 9)). Despite all three policies
achieving roughly 0.65 success rates with a 15% angle
deviation in simulations, we show that they exhibit distinct
behaviors in real-world robotic experiments. The Tactile-
RGB policy performs less than other tactile-based policies
in real evaluation. In contrast, Tactile-Binary policies consis-
tently demonstrated superior performance in these real-world
experiments. This indicates the challenges of adapting RGB
tactile representations for lighting, color, and pixel value
variations during sim2real transfer.

Effect of Image augementation: In Section IV, we
applied image augmentation on tactile representations and
summarized the evaluation results in Table I (lines 10 to
12). Compared with the non-augmentation one, The tactile-
RGB policy with image augmentation shows substantial
improvements, reaching a success rate of 0.75 in simulation
and 0.76 in the real world. The Tactile-Binary and Tactile-
Diff policies also exhibited slight performance enhancements
in both simulation and real life. These results illustrate that

image augmentation can enhance the adaptability of tactile
images for Sim2Real transfer.

In summary, employing image augmentation can yield
significant benefits for Sim2Real transfer, particularly when
dealing with RGB images. This is because image augmenta-
tion helps policies focus more on contact patterns rather than
pixel values during training. As a result, it enhances the per-
formance of policies relying on these three representations,
resulting in more favorable outcomes.

C. Multi-Category Tactile Policy Generalization
In this section, we explore how multi-object training im-

proves the generalizability when evaluating multiple objects
and previously unseen supporting surfaces.

Effect of Multi-Objects Training: We compared policies
trained on single or multiple object categories for the pivoting
task and the result is summarized in Table II. Both training
datasets contain multiple instances of each object category.
The performance of single-category policy has significantly
declined in real-world evaluation. In contrast, the multi-
category tactile policy demonstrates superior generalization
capabilities with a success rate of 0.80.

Generalization to unseen supporting surfaces: We also
evaluated how well the policies can adapt to varying surfaces
with different friction and stiffness properties. We evaluated
this by using Tactile-RGB, Tactile-Binary, and Tactile-Binary
policies. Each policy evaluated ten trials to ensure robustness
and consistency, with results summarized in Table III. De-
spite a performance drop in both tactile-based and non-tactile
methods, the tactile-based policy maintained a success rate of
0.76 with a 12% angle deviation. This highlights the tactile-
based policy can effectively adapt to various environmental
conditions.

Failure Cases: There are two primary factors contributing
to the failures. The first is unstable gripping, leading to
incomplete patterns. The second is incomplete or unusual
contact, resulting in poor tactile feedback. In summary, the
result above demonstrates that our tactile-based policies are
generalized to multi-categories and perform well on the
previously unseen supporting surface in the real evaluation.

VI. CONCLUSION

In our research, we developed and trained a tactile-focused
reinforcement learning policy tailored for the task of pivot-
ing. We then successfully executed a transfer from simulation
to the real world. Our findings indicate that our approach is
versatile, effectively adapting to a wide range of unfamiliar
objects and surfaces not encountered during training. Future
work could include integrating tactile feedback to refine the
manipulation strategy.
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